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DISTRIBUTEDMTA ACCES IN THELAt@FC@JTROLSYSTM

S. C. Schaller and E. A, Bjorklund, I@-l, K H81O
Los Alamos National Uboratory, Los Alamos, NM87545

Abstract

Wehave exten&d the La Alamos k@son Physics
Facility (lJU@F) control system software to allow
uniform access to data and controls throughout the
control system network. Tkroaspects of this work are
discussed here. CMprimary interest is the use of
stendard interfaces and standard messages to allow
uniform and easily expandable inter -~mcle
coimnurrication. A locally designed remote procedure
call protocol till be described. Of further interest
is the use of distributed databases to allow maximal
hardmsre independence in the controls software.
~plication programs use local partial copies of the
global device description datab.sse to resolve symlxlic
device names.

~ntroduction

Tne L#JPFcMputer control system upgrade project
reached an important ❑ilestone on January 2, 1967,
with the retirement of the original Systems
Engineering Ldboratorf SU-840 control ccmputer.
Hsving replaced the original central ccmputer controls
software with new software running on a VAX780, we
turned our attention to upgrading the remote computer
network which provides dedicated data acquisition and
control tasks for the central control computer. At
the scord International Workshop on Accelerator
Cbntrol Systems at Los Alamos in CHotw, 1985, w
discussed plans for this upgrade (see reference [1]).

M goais for the network upgrade included
extending the data acquisition hardware independence
and fl~xibility achieved through the control VAX
software, and provid!n u simple and straight forward

fmy to distribute appl cation program functionality
across several network nodes,

In this paper we discuss the ndditions in
hardware and software that have been made to the LAWF
control system network. ‘l%efirst part of the puper
describs the upgrtded controls network organization.
The next part discusses control system extensions to
provide unifozm data access on and ketween remote
network nodes, ‘lhe final part describes the remote
proredure call interface w implemented to allow
simplified ccmnunication bst~en application programs
running on different netmrk nodes.

LAk@PCbntrol ~tcm Network Organization.——. .-—.

The upgraded portions of the LAWF control systcm
r]ctkurk nre shown in figure 1, ‘lhe centrul control
compu~ers (latmled PIwXI and DEVEL) are Digital
I@ipment brporution (DLC) VA.%780s conncctod to the

!
accglcrntor o orators’ consoles in the central control
roan. Usual y o,,e VAXis used for prwluction nnd onu
for software develnp+nent, The two control VAXes orc
part of a clu~t.er sharing the ~arr)eset of clllster
disks.

An Ethernet cabl~ rurming the length of the
ncceleretor and extendirq on into the experimental
nreas connects several DHC micro-VAXes used for

*Worksupported by the US Ibpnrtmorlt of lilcrgy

dedicated data L:quisition and control tasks. Each of
these micro-VAXes is directly connected to one or more
C4K4C crates giving access to real-world data. In
several cases (notably IC and ISTS) local operator
consoles are attached to the micro-VAXes to sup~rt
independent hardware development and to allow local
monitoring of the ion sources,

‘he central control VAles run the vwvK
operating system and provide access to a multitude of
application programs through standard accelerator
operators’ consoles. Since the IC and ISTS nodes
needed standard consoles also, we decided to use the
micro-Vk6 operating system on them to allow the use of
existing LAJPF software. Wehad no trouble running
the needed VbS software -- both device drivers and
application programs -- on the micro-VkS systems. In
several cases, environmental considerations and
run-time respmse requirements ruled out the
possibility of using disk-txssed operating systems such
as VW. Rx these system we implemented our software
in the VAXELNenvironment. VAXELNis a system for
tuilding memory-resident, real-time systems which can
b? clown-loaded (n.nd detargged) over Ethernet.

Application programs which supply the interface
to the accelerator operators run primarily on the
central control VMes. Through references to symbolic
device names they can acquire data either locally or
f:an remote nodes -- raicro-Vk60r VAXELN-- across the
natwork, Application progr~s running in the remote
nodes use symbolic device names to access locally
connected deta.

Wechose to use D133et 011 our Ethernet LAN
bcause of the larJe amount of software support
available for it and bcause our time-critical tasks
are concentrated in single nodes -- not distributed
across the network. !iinco our network includes more
than one operating ?ystem, it made sense to lel DEChet
hondle the basic cmmnunications tasks of message
delivery, routing, and error handling.
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lAWF Cbntrol System Mta Access Software—— —— —

l’he data access software on the cen:ral control
computers was designed to protide a unifom interface
for application programs. ‘The interface provided a
flexible and powerful mechanism for application
programs to acquire data and issue commands in a
hardware-independent mtsrner. In particular,
application programs were required to access data only
through symbolic device names. The general properties
of tMs software have bean described elsewhere (see
referemes [2], [31, end [41.

IU part of the controls netwrk upgrtule, we
wished to provide this same power and Iusrdware
independence to applications programs running on both
the central control caputers and on the remote
network nodes.

Figure 2 shows the connections which exist
between the various parts of the LAl#F data access
softh73re. Each nx!e has a device description database
bhich is used (implicitly) by application progrsms to
resolve references to symbolic device names. Using
information in the database, the data access software
decides whether the device reference is to be handled
locally or on s remote node. If the detice is local,
the data access software talks to the local CAM4C
hardmre. Otherwise, the data access software
communicates over the netmrk with a CAM4Cserver
which, in turn, drins the CAK4Chc:’dware, The
coosnunication MY also be established with a remote
data server which itself can make references to
locally defined detices via spbolic names.
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Figure 2 - Mta Access Softwaro

Distributed Mtabase Wintenance

‘l’he LAl@P dewice description (Mice Table)
database actually exists in tbm forms, not unlike the
existence of s Pascal raeduro in both a source and
an object fem. ?The ‘source’’ form of the databa~e 1s
an ASCII database maintained with a ccmsnerciol
database ❑anagement system (DPS, supplied by Mvanced
thta ktiagamant Inc.), This source database exists
and is maint~nad only on the cluster disks att,achod
LO the central control cmwters.

l?Ie “object” or run-tl.me form of the Jovico
description database contains translated information
derived fras tho source database, This technique

allows rapid run-time 6ccess to the device information
at the expense of having programs that must translate
between the two Forms of the database.

A version (full m partial) of the run-time
device description database exists on each network
node requiring access to data and controls. Ihe
control computers each have a run-time database that
contains a description of every device in the control
system, Ihe run-time dat~base in a remote ncde
contains information only on devi:es immediately
accessible to that node.

Ch Vkt5and micro-V16 ncdes, the run-time database
is implemented as a Vk6 global section, which ellows
multi-process access to the dovlce information and
uses the VM paging mechanism to provide efficient
input and output, Ch VAXELNnodes, the run-time
database is implemented as an ELN“area” which allows
multi-job and multi-process access to the device
information. All ELN are~s are memory resident, so
there is no concern with inpllt/output efficiency.

The source version of the device description
database is u@ated using tools supplied by the
commercial database management system. h’e have
developed a set of update and report progrsms. ‘l’ha
update programs use the full-screen update facilities
of the database management system.

Ihe ru~time databases on the centr:l control
VAXes are updated automatically whenever the source
database is modified. Whena device which is defined
on a remote micro-VM node is updated, an incremental
update of the remote run-time database is also
autanatically performed. Currently, run-time
databases in VAXELNncdes can only be modified by
reloading \he entire VAXELNsystem across the netwrk.
Wehopa to ~ able to perform incremental updates of
VAX~Nrun-time databases in the near future,

It is difficult to keep distributed run-time
databases in agreement. Autcaatic update of the
remote databases in parallel with the central control
VAX database is an attempt to deal wlt~, this problem.
However, if a remote computer is not ava~lable when a
relvant update is made, we must have n mechanism for
bringing .;e dutabases into agreement when that node
next becomes avdileble. @r current solution is
administrative; we are s~eking automated solutions,

Pamote Procedure Call ~stem— ..- — —

The remote procedure call (WC) model fcr
ccmununication in distributed systems provides a
mechanism whereby a process running on one
“call”,

node csn
using standard procedure calling semsntics,

another routino that executes on a different machine.
‘l’he edvanta es of RPCh include the simplicity of tha

!celling and istenlng program intelfacos, Tho decail$
of link handling, message passing, error rocovcry, and
operating system peculiarities are hidden frcmn the
user progrmoo

We implanlontod a remote prmcduro call lntorf’acu
as the stand~rd intgr-node communication mochanlsm in
the upgrndod IAW1-’control systm network.

The RPCsys’;am structura is indicated iH figuro 3
for the case of a synchronous call with no errors,
(The lAW:dRJ’Cd&:orfece also supwrts asynchronous
calls oxtensivo error handling, See
reference [5] for more dotajls. ]
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ITie RFCinterface is divided logically into a
“caller’s interface” and a ‘%erver’s interface. ” ~
the caller’s node, the calling process is linked to a
stub which has the same name and the same set of
parameters as the remote procedure. ‘fhe stub routine
passes its parameters, aiong with sae twditional
information, to the RPCtiterfece remote call routine.
If the call is synchronous, the calling process is
blaked until the remote procedure completes. When
the remote procedure ccmpletes, the reply message is
unpacked by the RPCinterface process-reply routine,
hhich writes the values of output parameters into the
caller’s variables.
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Figure 3 - Remote Procedure (MI System Structure

Cm the server’s node, remote ::;::ures are
contained in special processes “server
processes. ” Ihe server proce3s in figure 3 listens for
call messages, determines which procedure should be
invoked, and passes the address of that procedure,
along with the call message, to the IC’JLinterface
procedure-call routine. ‘IMsroutine re-c~eates the
&3rgUMentl~St fr~ hfOrOItI&~OtI if) the @J message and
then calls the specified Procedure. When the
procedure returns, the outpu. parameters are packed
into a reply message w!lich is sent hack to the caller
process.

To bind a caller to s remote procedure, the RPC
interface ❑ust know the name of the server process
containing the remote procedure, the node on which the
server is runrdn , end the name of the prccedure to
call . !7he node an server names are used to create n
DE~et ‘logical link’’ between the calling process end
the server process, The procedure neme is translated
into a ‘~rocedura id” value and sent to the server
prccess in the call message. By convention, procedure
id zero is the id of a diagnostic echo routine
provided by each server’s RPCinterface.

Whenever
E
ossible the binding information is

provided by t e stub procedure. In some cases,
howver, part o~:hi:~$mation must be supplied by
the caller. if the wne service is
availablo on more than on: node, or if the same
procedure is available in more than one server, then
the caller must supply the node end/or the server
name.

7he RPCinterface is responsible for handling
errors detected by the remote procedure, by the RPC
interface itself, and by DEGet. If an error is
detected, the RPCinterface returns a status or raises
an exception in the caller’s process and, in sane
cases, shuts down the DE(het link,

RPCstub routines are not automatically generated
in our system, but we have tried to make stub
generation as easy as possible. In most cases, a stub
routine needs only to supply a description of the
parameters to be passed and call the appropriate RF’C
interface routines.

As indicated in figure 2, the LAMPFdata access
software uses remote procedure calls to make requests
to CAM4Cservers on remote nodes. ‘Ihe RPC interface
is also used :0 ccmmunicat(: with a general ‘tiata
access server” whici, handles ‘equests for data from
devices addressed by their iymbolic device names.

Inclusions

Wefeel we have achieved our goals of extending
the data acquisition hardware independence end
flexibility to much of the LAkPF control system
network. Wehave found that the update of distributed
run-time databases is a manageable problem.

Weare currently in the process of redesigning
several large application programs which have portions
running on several network nodes. The RPCparadigm is
proving to be very useful in producing well-structured
systems of programs that are distributed across
several network nodes.

Timing tests reported in reference [5] indicate
that the IJWF RX interface message exchanges add
approximately 20S to the DEChet times. We find this
to be en acceptable price to pay for the ;ower and
flexibility provided by remote procedure calls,

Inthenuar future we hope to replace all of the
nging PDP-11 computers in the control system network.
Wealso plan to provide limited access to data ketwen
remote nodes using an RPCinterface.
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